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Abstract. We argue that for purely incremental unsupervised learn-
ing of phrasal inversion transduction grammars, a minimum description
length driven, iterative top-down rule segmentation approach that is the
polar opposite of Saers, Addanki, and Wu’s previous 2012 bottom-up
iterative rule chunking model yields significantly better translation ac-
curacy and grammar parsimony. We still aim for unsupervised bilingual
grammar induction such that training and testing are optimized upon
the same exact underlying model—a basic principle of machine learning
and statistical prediction that has become unduly ignored in statistical
machine translation models of late, where most decoders are badly mis-
matched to the training assumptions. Our novel approach learns phrasal
translations by recursively subsegmenting the training corpus, as opposed
to our previous model—where we start with a token-based transduction
grammar and iteratively build larger chunks. Moreover, the rule segmen-
tation decisions in our approach are driven by a minimum description
length objective, whereas the rule chunking decisions were driven by
a maximum likelihood objective. We demonstrate empirically how this
trades off maximum likelihood against model size, aiming for a more
parsimonious grammar that escapes the perfect overfitting to the train-
ing data that we start out with, and gradually generalizes to previously
unseen sentence translations so long as the model shrinks enough to war-
rant a looser fit to the training data. Experimental results show that
our approach produces a significantly smaller and better model than the
chunking-based approach.

1 Introduction

In this paper we argue that significantly better phrasal inversion transduction
grammars, or ITGs [1], can be obtained through unsupervised learning with a
minimum description length, or MDL, driven, iterative top-down rule segmen-
tation approach, than with the polar opposite: a maximum likelihood driven,
iterative bottom-up rule chunking model (as described in our previous work [2]).
The size of the search space—all possible combinations of phrasal transduction
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rules—is so huge that any help we can get in navigating it is welcome; choosing
a top-down rather than bottom-up search strategy gives a smaller initial set of
rules, and generating new candidates by segmenting (linear in the length of the
rule) rather than chunking (quadratic in the size of the rule set) is much more
efficient. Given this relationship between the size and number of rules on the one
hand, and the search complexity on the other, using minimum description length
as learning objective makes a lot of sense: it is designed to explicitly factor in
the size of the model, and to keep it parsimonious, as opposed to the maximum
likelihood objective, which has no mechanism for rewarding parsimony. We show
empirically that the proposed search strategy gives better translation accuracy
with a smaller model than our previous model [2].

Our approach also represents a new attack on the problem suffered by most
current SMT approaches of learning phrase translations: they require enormous
amounts of run-time memory, contain a high degree of redundancy, and fails to
provide an obvious basis for generalization to abstract translation schemas. In
particular, phrasal SMT models such as [3] and [4] often search for candidate
translation segments and transduction rules by committing to a word alignment
based on very different modelling assumptions [5, 6], and heuristically derive lex-
ical segment translations [7]. In fact, it is possible to improve the performance
by tossing away most of the learned segmental translations [8]. In contrast, we
adopt a more “pure” methodology for evaluating transduction grammar induc-
tion than typical system building papers. Instead of embedding our learned ITG
in the midst of many other heuristic components for the sake of a short term
boost in BLEU, we focus on scientifically understanding the behavior of pure
MDL-based search for phrasal translations, divorced from the effect of other
variables, even though BLEU is naturally much lower this way. The common
practice of plugging some aspect of a learned ITG into either (a) a long pipeline
of training heuristics and/or (b) an existing decoder that has been patched up
to compensate for earlier modeling mistakes—as we and others have done be-
fore, see for example [9–20]—obscures the specific traits of the induced grammar.
Instead, we directly use our learned ITG in translation mode (any transduction
grammar also represents a decoder when parsing with the input sentence as a
hard constraint) which allows us to see exactly which aspects of correct transla-
tion the transduction rules have captured.

When the structure of an ITG is induced without supervision, we and others
have so far assumed that smaller rules should get clumped together into larger
rules. This is a natural way to search, since maximum likelihood (ML) tends to
improve with longer rules, which is typically balanced with Bayesian priors [10].
Bayesian priors are also used in Gibbs sampling [11, 15], as well as other non-
parametric learning methods [19, 20]. All of the above evaluate their models
by feeding them into mismatched decoders, making it hard to evaluate how
accurate the learned models themselves were. In this work we take a radically
different approach, and start with the longest rules possible and attempt to
segment them into shorter rules iteratively. This makes ML useless, since our
initial model maximizes it. Instead, we balance the ML objective with a minimum
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description length (MDL) objective, which let us escape the initial ML optimum
by rewarding model parsimony. The MDL objective is very similar to a Bayesian
prior over the structure.

Transduction grammars can also be induced from treebanks instead of unan-
notated corpora, which cuts down the vast search space by enforcing additional,
external constraints. This approach was pioneered by [21], and there has been
a lot of research since, usually referred to as tree-to-tree, tree-to-string and
string-to-tree, depending on where the analyses are found in the training data.
This complicates the learning process by adding external constraints that are
bound to match the translation model poorly; grammarians of English should
not be expected to care about its relationship to Chinese. It does, however, con-
stitute a way to borrow nonterminal categories that help the translation model.

The MDL objective that we will be using to drive the learning has been used
before, but to induce monolingual grammars. [22] uses a method similar to MDL
called Bayesian model merging to learn the structure of hidden Markov models
as well as stochastic context-free grammars (SCFGs). The SCFGs are induced
by allowing sequences of nonterminals to be replaced with a single nonterminal
(chunking) as well as allowing two nonterminals to merge into one. [23] uses
it to learn nonterminal categories in a context-free grammar. It has also been
used to interpret visual scenes by classifying the activity that goes on in a video
sequences [24]. Our work in this paper is markedly different to even the previous
NLP work in that (a) we induce an inversion transduction grammar rather than a
monolingual grammar, and (b) we focus on learning the terminal segments rather
than the nonterminal categories. We would, of course, like to learn nonterminal
categories as well, but will defer that to future work.

We start by taking a closer look at the minimum description length principle
(Section 2). Then we describe how the top-down ITG is initialized (Section 3) and
generalized (Section 4). After that we outline the empirical experiment (Section
5) and the results (Section 6) before offering some conclusions (Section 7).

2 The Minimum Description Length Principle

The minimum description length principle is about finding the optimal balance
between the size of a model and the size of some data given the model [25, 26].
Consider the information theoretical problem of encoding some data with a
model, and then sending both the encoded data and the information needed to
decode the data (the model) over a channel; the minimum description length
would be the minimum number of bits sent over the channel. The encoded data
can be interpreted as carrying the information necessary to disambiguate the
ambiguities or uncertainties that the model has about the data. Theoretically,
the model can grow in size and become more certain about the data, and it can
shrink in size and become less certain about the data. An intuitive interpretation
of this is that the exceptions, which are a part of the encoded data, can be moved
into the model itself. By doing so, the size of the model increases, but there is no
longer an exception that needs to be conveyed about the data. Some exceptions
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occur frequently enough that it is a good idea to incorporate them into the model,
and some do not; finding the optimal balance minimizes the total description
length. Formally, the description length (DL) is:

DL (Φ,D) = DL (D|Φ) + DL (Φ) (1)

where Φ is the model and D is the data. Note the clear parallel to probabili-
ties that have been moved into the logarithmic domain, but keep in mind that
lengths do not necessarily have a probabilistic interpretation, whereas probabil-
ities always have a length-in-bits interpretation [27].

In natural language processing, we never have complete data to train on, so
we need our models to generalize to unseen data. A model that is very certain
about the training data runs the risk of not being able to generalize to new
data—we call this over-fitting. It is bad enough when estimating the parameters
of a transduction grammar, and catastrophic when inducing the structure of the
grammar. The key concept that we want to capture when learning the structure
of a transduction grammar is generalization. This is the property that allow it to
translate new, unseen, input. The challenge is to pin down what generalization
actually is, and how to measure it.

One property of generalization for grammars is that it will lower the probability
of the training data. This may seem counterintuitive, but can be understood as
moving some of the probability mass away from the training data and putting
it in unseen data. A second property is that rules that are specific to the training
data can be eliminated from the grammar (or replaced with less specific rules that
generate the same thing). The second property would shorten the description of
the model, and the first would make the description of the data longer. That is:
generalization raises the first term and lowers the second term in Equation 1. A
good generalization will lower the total MDL, whereas a poor one will raise it.

2.1 Measuring the Length of a Corpus

The information-theoretic view of the problem gives a hint at the operational-
ization of description length of a corpus given a grammar. [27] stipulates that
we can get a lower bound on the number of bits required to encode a specific
outcome of a random variable. We thus define description length of the corpus
given the grammar as:

DL (D|Φ) = −lgP (D|Φ)

2.2 Measuring the Length of a Transduction Grammar

Since information theory deals with encoding sequences of symbols, we need
some way to serialize an inversion transduction grammar (ITG) into a message
whose length can be measures; this section describes how we do this.

To serialize an ITG, we first need to determine the alphabet that the mes-
sage will be written in. We obviously need one symbol for every nonterminal,
L0-terminal and L1-terminal. We will also make the assumption that all these
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symbols are used in at least one rule, so that it is sufficient to serialize the rules
in order to express the entire grammar. To serialize the rules, we need some
kind of delimiter to know where one rule ends and the next rule begins; we will
exploit the fact that we also need to specify whether the rule is straight or in-
verted (unary rules are assumed to be straight), and merge these two functions
into one symbol. What we end up with is the union of the symbols of the gram-
mar and the set {[], 〈〉}, where [] signals the beginning of a straight rule, and
〈〉 signals the beginning of an inverted rule. The serialized format of a rule will
be: rule type/start marker, followed by the left-hand side nonterminal, followed
by all right-hand side symbols. The symbols on the right-hand sides are either
nonterminals, biterminals—pairs of L0-terminals and L1-terminals that model
translation equivalences. The serialized form of a grammar will be the serialized
form of all rules concatenated.

Consider the following toy grammar:

S → A, A → 〈AA〉, A → [AA] , A → have/yǒu, A → yes/yǒu, A → yes/sh̀ı

Its serialized form would be: []SA〈〉AAA[]AAA[]Ahaveyou[]Ayesyou[]Ayessh. Now
that we have a message made up of discrete symbols, we can, again turn to in-
formation theory to arrive at an encoding for this message. Assuming a uniform
distribution over the symbols, each symbol will require − lg

(
1
N

)
bits to encode

(where N is the number of different symbols—the type count). The above exam-
ple grammar has 8 symbols, meaning that each symbol requires 3 bits; the entire
message is 23 symbols long, which means that we need 69 bits to encode it.

3 Initializing the ITG

Rather than starting out with a fairly general transduction grammar and fitting
it to the training data, we do the exact opposite: we start with a transduction
grammar that fits the training data as well as possible, and generalize from there.
The transduction grammar that fits the training data the best is the one where
the start symbol rewrites to the full sentence pairs that it has to generate. It is
also possible to add any number of nonterminal symbols in the layer between the
start symbol and the bisentences without altering the probability of the training
data. We take advantage of this by allowing for one intermediate symbol so that
the grammar conforms to the normal form and the start symbol always rewrites
to precisely one nonterminal symbol. This does violate the minimum description
length principle, as the introduction of new symbols, by definition, makes the
description of the model longer, but conforming to the normal form of inversion
transduction grammars was deemed more important than strictly minimizing
the description length. Our initial grammar thus looks like this:

S → A, A → e0..T0/f0..V0 , A → e0..T1/f0..V1, ..., A → e0..TN/f0..VN

where S is the start symbol, A is the nonterminal, N is the number of sentence
pairs in the training corpus, Ti is the length of the ith output sentence (making
e0..Ti the ith output sentence), and Vi is the length of the ith input sentence
(making f0..Vi the ith input sentence).
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4 Generalizing the ITG

To generalize the initial inversion transduction grammar we need to identify
parts of the existing biterminals that could be validly used in isolation, and
allow them to combine with other segments. This is the very feature that allows
a finite transduction grammar to generate an infinite set of sentence pairs; when
we do this, we move some of the probability mass which was concentrated in
the training data out to other data that are still unseen—the very definition of
generalization. The over all strategy is to propose a number of sets of biterminal
rules and a place to segment them, evaluate how the description length would
change if we were to apply one of these sets of segmentations to the grammar,
and commit to the best set. That is: we do a greedy search over the power set of
possible segmentations of the rule set. As we will see, this intractable problem
can be reasonable efficiently approximated, which is what we have implemented
and tested.

The key component in the approach is the ability to evaluate how the descrip-
tion length would change if a specific segmentation was made in the grammar.
This can then be extended to a set of segmentations, which only leaves the
problem of generating suitable sets of segmentations.

The key to a successful segmentation is to maximize the potential for reuse.
Any segment that can be reused saves model size. Consider the terminal rule:

A → five thousand yen is my limit/wǒ zùi dūo chū wǔ q̄ıan r̀ı yúan

This rule can be split into three rules:

A → 〈AA〉
A → five thousand yen/ wǔ q̄ıan r̀ı yúan

A → is my limit/wǒ zùi dūo chū

Note that the original rule consists of 16 symbols (in our encoding scheme),
whereas the new tree rules consists of 4 + 9 + 9 = 22 symbols. Add to that the
fact that three rules are likely to be less probable than one rule when parsing,
which makes the training data longer as well. It is reasonable to believe that the
bracketing inverted rule is present in the grammar already, but this still leaves
18 symbols, which is decidedly longer than 16 symbols—and we need to get the
length to be shorter if we want to see a net gain. What we really need to do
is find a way to reuse the lexical rules that came out of the segmentation. Now
suppose the grammar also contained this terminal rule:

A →the total fare is five thousand yen/

zǒng gòng de fèi yòng sh̀ı wǔ q̄ıan r̀ı yúan

This rule can also be split into three rules:

A → [AA]

A →the total fare is/zǒng gòng de fèi yòng sh̀ı

A →five thousand yen/wǔ q̄ıan r̀ı yúan
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G // The ITG
biaffixes_to_rules // Maps biaffixes to the rules they occur in
do

biaffixes_delta = []
for each biaffix b :

delta = eval_dl(b, biaffixes_to_rules[b], G)
if (delta < 0)

biaffixes_delta.push(b, delta)
sort_by_delta(biaffixes_delta)
real_delta = 0
for each b:delta pair in biaffixes_delta :

real_delta = eval_dl(b, biaffixes_to_rules[b], G)
if (real_delta < 0)

G = make_segmentations(b, biaffixes_to_rules[b], G)
while real_delta < 0

Fig. 1. Pseudocode for the top-down search algorithm using description length as learn-
ing objective

Again, we will assume that the structural rule is already present in the grammar,
the old rule was 19 symbols long, and the two new terminal rules are 12+9 = 21
symbols long. Again we are out of luck, as the new rules are longer than the old
one, and three rules are likely to be less probable than one rule during parsing.
The way to make this work is to realize that the two existing rules share a
bilingual affix—a biaffix: “five thousand dollars” translating into “wǔ q̄ıan r̀ı
yúan”. If we make the two changes at the same time, we get rid of 16 + 19 = 35
symbols worth of rules, and introduce a mere 9 + 9 + 12 = 30 symbols worth of
rules (assuming the structural rules are already in the grammar). Making these
two changes at the same time is essential, as the length of the five saved symbols
can be used to offset the likely increase in the length of the corpus given the
data. And of course: the more rules we can find with shared biaffixes, the more
likely we are to find a good set of segmentations.

Our algorithm takes advantage of the above observation by focusing on the
biaffixes found in the training data. Each biaffix defines a set of lexical rules
paired up with a possible segmentation. We evaluate the biaffixes by estimating
the change in description length associated with committing to all the segmen-
tations defined by a biaffix. This allows us to find the best set of segmenta-
tions, but rather than committing only to the one best set of segmentations,
we will collect all sets which would improve description length, and try to com-
mit to as many of them as possible. The pseudocode for our algorithm can be
found in Figure 1. The pseudocode uses the methods eval dl, sort by delta

and make segmentations. These methods evaluate the difference in description
length, sorts candidates by these differences, and commits to a given set of can-
didates, respectively. To evaluate the description length of a proposed set of can-
didate segmentations, we need to calculate the difference in description length
between the current model, and the model that would result from committing
to the candidate segmentations:

DL (Φ′, D)−DL (Φ,D) = DL (D|Φ′)−DL (D|Φ) + DL (Φ′)−DL (Φ)
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The model lengths are trivial, as we merely have to encode the rules that are
removed and inserted according to our encoding scheme and plug in the summed
lengths in the above equation (making sure to add any one rule once only). This
leaves the difference in data length, which is:

DL (D|Φ′)− DL (D|Φ) = −lg
P (D|Φ′)
P (D|Φ)

This lets us determine the probability through biparsing with the grammar being
induced. Biparsing is, however, a very expensive operation, and we are making
relatively small changes to the grammar, so we will further assume that we can
estimate the description length difference in closed form based on the grammar
parameters. Given that we are splitting the rule r0 into the three rules r1, r2
and r3, and that the probability mass of r0 is distributed uniformly over the
new rules, the new grammar parameters θ′ will be identical to the old grammar
parameters θ, except that:

θ′r0 = 0

θ′r1 = θr1 +
1

3
θr0

θ′r2 = θr2 +
1

3
θr0

θ′r3 = θr3 +
1

3
θr0

We estimate the probability of the corpus given this new parameters to be:

−lg
P (D|Φ′)
P (D|Φ) ≈ −lg

θ′r1θ
′
r2θ

′
r3

θr0

To generalize this to a set of rule segmentations, we construct the new parameters
θ′ to reflect all the changes in the set in a first pass, and then sum the differences
in description length for all the rule segmentations with the new parameters in
a second pass.

5 Experimental Setup

We have made the claim that iterative top-down segmentation guided by the
objective of minimizing the description length is superior to iterative bottom-up
chunking as a way of learning stochastic inversion transduction grammars in an
unsupervised fashion. We have spent the paper so far outlining how this can be
done in practice, and we are now about to show that the outlined method is
indeed superior. To substantiate our claim, we will initialize a stochastic brack-
eting inversion transduction grammar (BITG) to rewrite it’s one nonterminal
symbol directly into all the sentence pairs of the training data (iteration 0). We
will then segment the the grammar iteratively a total of seven times (iteration
1–7), after which the changes are negligible. For each iteration we will record
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Fig. 2. Number of rules (a), and the impact of changes in the model structure (b)
during the structure induction phase. The change in model structure is broken down
into the size of the model (bottom) and the size of the data given the model (top).

the change in description length and test the learned grammar. Each iteration
requires us to biparse the training data to get the data probability of the data
given the grammar the iteration starts with. We do this with our in-house im-
plementation of the cubic time algorithm described in [28], with a beam width
of 100.

As training data, we use the IWSLT07 Chinese–English data set [29], which
contains 46,867 sentence pairs of training data and 489 Chinese sentences with 6
English reference translations each as test data; all the sentences are taken from
the traveling domain.

To test the learned grammar as a translation model, we first tune the grammar
parameters to the training data using expectation maximization [30] and parse
forests acquired with the above mentioned in-house biparser, again with a beam
width of 100. To do the actual decoding, we use our in-house ITG decoder. The
decoder uses a CKY-style parsing algorithm [31–33] and cube pruning [34] to
integrate the language model scores. The decoder builds an efficient hypergraph
structure which is then scored using both the induced grammar and the language
model. We use SRILM [35] for training a trigram language model on the English
side of the training data. To evaluate the quality of the resulting translations,
we use BLEU [36], and NIST [37].

6 Results

We claimed that our iterative top-down segmentation guided by the minimum
description length objective is superior to iterative bottom-up guided by likeli-
hood for unsupervised induction of inversion transduction grammars; by superior
we mean that it produces a smaller model which gives better translation quality,
and in the previous section we outlined an experiment to verify this claim.
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Fig. 3. Variations in translation quality over different iterations. The dotted line rep-
resents the baseline [2].

Figure 2 shows the size of our model during induction, both in terms of rule
count and in terms of description length. The initial ITG is at iteration 0, where
the vast majority of the size is taken up by the model (DL (Φ), bottom), and
very little by the data (DL (D|Φ), top)—just as we predicted. The trend over the
induction phase is a sharp decline in model size, and a moderate increase in data
size, with the overall size constantly decreasing. Note that, although the number
of rules rises, the total description length decreases. Again, this is precisely what
we expected. The size of the model learned by [2] is close to 30 Mbits, and far
off the chart.

Figure 3 shows the translation quality of our model as it learns. Here we see
a sharp early rise, and then levelling off and even some decline. The main point
to focus on is, however, that the second iteration puts us firmly past the results
published in [2].

7 Conclusions

We have presented an unsupervised learning method for inversion transduction
grammars that iteratively segments the training data in a top-down fashion
driven by the objective to minimize description length. This contrasts to our
previous work where the learning is conducted bottom-up through chunking
towards a maximum likelihood objective. Our experiments show that our new
approach is superior.
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