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Abstract

We investigate novel challenges involved in comparing model performance on the task of improvising responses to hip hop lyrics and
discuss observations regarding inter-evaluator agreement on judging improvisation quality. We believe the analysis serves as a first step
toward designing robust evaluation strategies for improvisation tasks, a relatively neglected area to date. Unlike most natural language
processing tasks, improvisation tasks suffer from a high degree of subjectivity, making it difficult to design discriminative evaluation
strategies to drive model development. We propose a simple strategy with fluency and rhyming as the criteria for evaluating the quality
of generated responses, which we apply to both our inversion transduction grammar based FREESTYLE hip hop challenge-response
improvisation system, as well as various contrastive systems. We report inter-evaluator agreement for both English and French hip
hop lyrics, and analyze correlation with challenge length. We also compare the extent of agreement in evaluating fluency with that of
rhyming, and quantify the difference in agreement with and without precise definitions of evaluation criteria.

Keywords: ITG induction, rap lyrics, computational musicology

1. Introduction

Although cheap and efficient evaluation methods exist for
comparing the model performance on conventional NLP
tasks, few efforts have been made toward identifying the
problems and establishing robust evaluation strategies for
comparing the system performance on non-conventional
NLP tasks. Evaluating model performance is trivial for
problems where the reference solution exists and is easily
available. However, this is not true of many NLP tasks
particularly for those that apply statistical learning meth-
ods to realize creative tasks. In this paper, we discuss the
problems in evaluation wherein statistical machine transla-
tion (SMT) algorithms are used to improvise hip hop lyrics.
Unlike the conventional task of machine translation where
a set of reference translations can be generated, improvisa-
tion tasks have a much larger space of possibly “correct an-
swers” which cannot be enumerated. Human evaluators are
therefore necessary to compare the performance of differ-
ent models. In order to be able to design a robust evaluation
strategy, it is important to identify the task-specific issues
that affect the human evaluation. This would also hope-
fully serve as a first step toward developing automatic or
semi-automatic methodologies for evaluating performance
of machine learning systems on tasks involving improvisa-
tion.

The genre of lyrics in music has been woefully under-
studied from the view of computational linguistics, despite
being a form of language that has perhaps had the most im-
pact across almost all human cultures. Hip hop provides
an ideal genre due to its lack of well-defined structure in
terms of rhyme scheme, meter or overall meaning to bring
to light some of the less studied modeling and evaluation
issues. Freestyle rapping is a prominent part of hip hop
culture in which rap lyrics are improvised, commonly re-
alized as a freestyle battle in which rappers compete using
improvised lyrics (Fellowship et al), 2006)). We report ob-
servations and discuss some of the challenges involved in

comparing performance of systems on the task of impro-
vising a hip hop lyrical challenge. The task is extremely
subjective even in comparison with other fairly subjective
NLP tasks such as evaluating translation adequacy. Further-
more, the evaluation scheme should be able to quantify the
differences in model performance even when the model im-
provisations are significantly inferior to a potential human
improvisation.

We describe the evaluation methodologies adopted by pre-
vious efforts on applying statistical NLP methods to uncon-
ventional domains and highlight the differences with our
current evaluation task in Section 2. Section 3 describes our
ITG based FrReEeSTYLE system for improvising a response
given a hip hop lyrical challenge, along with several con-
trastive systems, and Section 4 discusses our specific ex-
perimental setup. Section 5 describes the evaluation scheme
used for comparing the performance, contrasts our task with
evaluating translation quality and report for the first time,
the inter-evaluator agreement (IEA) on this task. We inves-
tigate the relationship between the IEA with the number of
categories in our evaluation scale and the precision of eval-
uation instructions. Finally, the effect of challenge length
on the IEA is analyzed and IEA across different language
pairs are compared. Conclusions are presented in Section
6.

2. Related work

Our work appears to be one of the first to attempt to study
evaluation of automatically generated improvised lyrics in
music. The lyrics genre has been severely under-studied
from the perspective of computational linguistics, in spite
of the fact that it is a form of language that has perhaps had
the most impact across all human cultures. Our analysis is
a result of our modeling efforts on the complex and highly
unstructured domain of hip hop lyrics (Addanki and Wu,
2013; Wu et al), 20134,b). As an attempt to highlight the
challenges in evaluating the performance on our novel task,
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we discuss the evaluation methodologies adopted by earlier
attempts that apply statistical NLP learning methods to un-
conventional domains such as poetry and lyrics.

Most previous approaches to evaluation in tasks that can be
seen in some sense to be loosely related to improvising hip
hop lyrics use some sort of domain specific constraint—for
example, on the number of words in a line, or the meter in a
verse—or other prior linguistic knowledge, in order to de-
fine how “good” output candidates may be identified. Con-
sequently, most of these approaches measure their perfor-
mance by evaluating this “goodness” criterion, as opposed
to objectively evaluating against the original task. How-
ever, the domain of hip hop lyrics enforces very few struc-
tural and linguistic constraints, which makes it hard to come
up with a similar “goodness” criterion. For example, hip
hop lyrics do not necessitate a set number of syllables per
line, and words that are not a part of any standard lexicon
such as sho, flo, holla frequently appear. Even assuming such
a criterion were possible, human evaluation would still be
needed to meta-evaluate alternative criterion, making hu-
man evaluation of unconventional tasks like ours an inter-
esting area of study.

Jiang and Zhou (2008) trained a phrase based SMT system
to “translate” the first line of a Chinese couplet or duilian
into the second by applying linguistic constraints to the n
best output of the SMT system. They evaluated their out-
put by comparing the BLEU (Papineni et al), 2002) score
of the generated couplet lines against a set of manually col-
lected references as they observed that BLEU score cor-
related highly with human evaluation. Unfortunately, we
cannot adopt similar strategies for the domain of hip hop
lyrics which, unlike their couplets, do not enforce an iden-
tical number of characters in each line and one-to-one cor-
respondence in metrical length. This explodes the number
of possible references and hence prohibits us from using
BLEU or other off-the-shelf automatic MT evaluation met-
rics (Doddington, 2002; Leusch et al), 2006; Snover et al.,
2006).

Barbieri et al{ (2012) used controlled Markov processes to
semi-automatically generate lyrics that satisfy the structural
constraints of rhyme and meter and measure syntactic cor-
rectness and semantic similarity through human evaluation.
We cannot merely adopt their evaluation criterion since, as
discussed above, our domain unlike theirs does not have a
well-defined syntactic structure. Further, their measure of
semantic similarity is tightly coupled with the topic model
they used to generate the lyrics, and does not extend easily
to our model.

Tamil lyrics represented as a sequence of labels using the
KNM system (where K, N and M represented the long vow-
els, short vowels and consonants respectively) were auto-
matically generated given a melody using conditional ran-
dom fields by A. et al] (2009). They did not address the
problem of evaluating the quality of generated lyrics, in-
stead simply reporting performance on the tasks of syllable,
word boundary and sentence boundary identification.
Poems were translated through SMT algorithms in conjunc-
tion with stress patterns and rhymes found in a pronuncia-
tion dictionary by (Genzel et al), 2010). However, they did
not evaluate the syntactic or semantic quality of the gener-

ated generalizations, but merely reported a reduction in the
BLEU scores relative to a baseline in which no restrictions
are imposed on the output. While their results indicated
how simple surface-based metrics such as BLEU are not
useful in measuring the performance on non-conventional
SMT tasks, they revealed very little about the quality of the
generated output. In a similar effort, Greene et al. (2010)
attempted to translate Dante’s divine comedy by assigning
stress patterns to words given the meter of a line. While
they acknowledged that evaluating the quality of generated
translations is an open problem, they relied on correctly
identifying stress patterns in the output to measure their
model performance.

Sonderegger (2011)) attempted to infer the pronunciation
of words in old English by identifying the rhyming pat-
terns using graph theory and reported the f-score on the in-
ferred pronunciations against a gold standard. A language-
independent generative model for stanzas in poetry was pro-
posed by Reddy and Knight (2011)) via which they could dis-
cover rhyme schemes in French and English poetry. Similar
to Sonderegger (2011), they also reported the f-score on the
discovered rhyme schemes.

3. Improvisation via transduction grammar
induction

Our FrREesTYLE model improvises rhyming and fluent re-
sponses to hip hop lyric challenges by learning a stochastic
ITG (inversion transduction grammar) similar to those used
for statistical machine translation (Wu ez a/, 2013a,b). Al-
though similar problems in other domains such as poetry
have been tackled in the past, none of them dealt with a
highly unstructured domain such as hip hop. We improvise
responses to hip hop lyrical challenges by transducing or
“translating” the challenge into a response. In this section,
we briefly describe our transduction grammar based model
and the phrase based SMT (PBsmT) baseline, along with
two disfluency handling strategies that we employ on both
these models.

Examples of challenge-response pairs generated by
FrREESTYLE can be seen in Table (the fluency and
rhyming judgments also shown will be discussed later).

A brief terminological note: “stanza” and “verse” are fre-
quently confused and sometimes conflated. Worse yet, their
usage for song lyrics is often contradictory to that for poetry.
To avoid ambiguity we consistently follow these technical
definitions for segments in decreasing size of granularity:

verse a large unit of a song’s lyrics. A song typically con-
tains several verses interspersed with choruses. In the
present work, we do not differentiate choruses from
verses. In song lyrics, a verse is most commonly rep-
resented as a separate paragraph.

stanza a segment within a verse which has a meter and
rhyme scheme. Stanzas often consist of 2, 3, or 4 lines,
but stanzas of more lines are also common. Particu-
larly in hip hop, a single verse often contains many
stanzas with different rhyme schemes and meters.

line a segment within a stanza consisting of a single line.
In poetry, strictly speaking this would be called a
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Challenge Response Fluency Rhyming
cause you and your friends ain’t nothing but fiends you know that you me can you a dream acceptable | bad

cause you ain’t going home till the early morn and the you this alone i i gotta on bad acceptable
created different elements and they travelled abroad | so you rather to the well land good acceptable
man i die to see em all thun i just don’t care in the sky and me the in polla and the you there | acceptable | good

what would i do just me and you good good
almost a thought what is this good bad

we fell off into a club to try to pop it to daz you was a of the love i like a stop the the i bad good

Table 1: Examples of hip hop lyrical challenges and the responses generated by our models along with the scores on fluency
and rhyming given by the human evaluators. Rhyming tokens in challenge and the corresponding responses are shown in

bold face.

“verse”, which however conflicts with the conven-
tional use of “verse” in song lyrics.

3.1. Inversion transduction grammars

To serve as the transduction model for “translating” hip
hop lyrical challenges into responses, FREESTYLE employs
a token-based BITG or bracketing ITG (Wu, 1995a,b, 1997)
due to its empirically demonstrated representational ca-
pacity across a wide spectrum of natural language tasks
including textual entailment (Wu, 2006), mining paral-
lel sentences (Wu and Fung, 2005) and machine transla-
tion (Zens and Ney, 2003; Haghighi et al|, 2009). We
rely on the expressiveness of the ITG models to identify
potential rhyming candidates through token level corre-
spondences. ITG models, unlike monotonic finite-state
transduction grammar models, are capable of learning to-
ken level correspondences involving non-monotonic align-
ments.

Model parameters for the ITG are estimated via expectation
maximization (Dempster et all, 1977) using the generalized
inside-outside algorithm of Wu (]1995d). As the hip hop
lyrics training corpora (described below) are fairly large,
beam pruning is used to make the training faster. Further
details of the transduction grammar induction can be found
in (Saers and Wu, 2011}; Saers et al), 2012).

3.2. Decoding heuristics

Once an ITG has been induced, an ITG based decoder Wu
(1996) generates responses to challenges by “translating”
the challenges using the trained transduction grammar to-
gether with an n-gram language model. The decoder uses
a CKY-style parsing algorithm (Cocke, 1969) along with
cube pruning (Chiang, 2007) to find the optimal translation
candidate according to the induced grammar and the lan-
guage model. The language model is trained on the entire
training corpus using SRILM (Stolcke, 2002). The weights
for the language model and the transduction grammar are
empirically determined using a small development set.

We restrict the output to follow the same rhyming order
as the challenge, as interleaved rhyming order is harder to
evaluate without the larger context of the song. Therefore,
we restrict the reordering to only be monotonic during de-
coding. Further, we penalize singleton rules to produce re-
sponses of similar length as the challenges because succes-
sive lines in a stanza are typically of similar length. Finally,
reflexive translation rules that map the same surface form
to itself such as 4 — yo/yo are penalized as they have un-

usually high probability due to presence of repeated chorus
lines with identical surface form as training examples.

3.3. Phrase based SMT baseline

For comparative purposes, we also constructed a baseline
applying an off-the-shelf phrase-based SMT (PBsMT) sys-
tem to our novel task of generating rhyming and fluent re-
sponses. We trained a standard Moses baseline (Koehn ez
all, 2007) on the same training data and used the same 4-
gram language model to generate responses. Since auto-
matic quality evaluation metrics of the kind used in SMT
like BLEU are not applicable to hip hop responses (as dis-
cussed earlier), the PBsmT model weights cannot be tuned
using conventional methods such as MERT (Och, 2003).
Hence, we use a slightly higher than typical language model
weight, chosen empirically by manually evaluating the out-
put on a small development set.

3.4. Disfluency handling: correction vs. filtering

An inspection of the output from the initial runs of our
model showed a disturbingly high proportion of responses
containing disfluencies with successive repetitions of words
such as the and I. Further, error analysis revealed that lyrics
in the training data contained such disfluencies and back-
ing vocal lines, amounting to 10% of our training data. We
propose and compare the following two disfluency handling
strategies: (1) filtering out all lines from our training corpus
which contained such disfluencies, and (2) implementing a
disfluency detection and correction algorithm (for example,
the the the, which frequently occurred in the training corpus,
was corrected to simply the). The PesmT baseline and the
FreEEsTYLE model were trained on both the filtered and cor-
rected versions of the training corpus.

4. Experimental setup

In this section, we briefly describe datasets used in our ex-
periments comparing the performance of our transduction
grammar based model and our PesmT baseline on English
hip hop lyric improvisation. Taking advantage of the lan-
guage independence and linguistics-light approach of our
unsupervised transduction grammar induction methods, we
also apply our models to rap in Maghrebi French and de-
scribe the datasets for French hip hop experiments. We also
review the rhyme scheme detection module used to select
our training data as described in Addanki and Wu (2013).
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4.1. English dataset

About 800Mb (raw HTML data) of freely available user
generated content amounting to lyrics of approximately
52,000 hip hop songs was crawled from the Internet and pre-
processed by stripping HTML tags, metadata and normal-
izing for special characters and case differences. The en-
tire corpus contained 22 million tokens with 260,000 verses
and 2.7 million lines of hip hop lyrics. A randomly cho-
sen subset of 85 lines was used as a test set to provide the
hip hop lyrical challenges to the systems. In order to train
the rhyme scheme detector module, we extracted the end-
of-line words and words before all the commas from each
verse. We obtained a corpus containing 4.2 million tokens
corresponding to potential rhyming candidates with around
153,000 unique token types.

4.2. French dataset

Approximately lyrics corresponding to 1300 songs from the
genre French hip hop were downloaded from the Internet.
About 85% of these songs were by Maghrebi French artists
of Algerian, Moroccan, or Tunisian cultural backgrounds,
while the remaining were by artists from the rest of Fran-
cophonie. For training the thyme scheme detection mod-
ule, we obtained a corpus from the end-of-line tokens in the
lyrics amounting to 120,000 tokens corresponding to po-
tential rhyming candidates with around 29,000 unique to-
ken types. Training data of about 47,000 sentence pairs for
transduction grammar induction was selected using rhyme
scheme detection module.

4.3. Rhyme scheme detection module

Due to variance in hip hop rhyme schemes, it is not desir-
able to train our SMT system on successive lines of hip hop
lyrics as described by [Jiang and Zhou (2008). For instance,
it is very common for a stanza to follow the ABAB rhyme
scheme and therefore adding successive lines to the SMT
system would drive the system to learn incorrect rhyme cor-
respondences. Further, a verse may contain multiple stan-
zas and rhyme schemes which further exacerbates the prob-
lem. The naive solution of adding all possible pairs of lines
in a verse explodes the training data size making it imprac-
tical, in addition to adding a number of noisy training ex-
amples.

We employ a rhyme scheme detection module as described
in /Addanki and Wu (2013) to select training instances that
are likely to rhyme. Lines in a stanza that are marked as
rhyming according to the rhyme scheme detection module
are added as training examples to the SMT systems thereby
biasing thereby biasing the model towards learning the cor-
rect thyme associations.

A generative model for a verse of hip hop lyrics based on
a hidden Markov model (HMM) is used to learn the rhyme
schemes in an unsupervised fashion from the training data.
Each state in the HMM corresponds to a stanza with a par-
ticular rhyme scheme such as AA, ABAB, AAAA and the
emissions correspond to the final words in the stanza. As
opposed to segmenting the verse into stanzas manually,
each path through the lattice of the HMM corresponds to
a soft-segmentation of the verse. The maximum length of a
stanza is restricted to four as exhaustively considering the

exponential number of partitions (Sloane, 2013) is expen-
sive. Further, thyme schemes that cannot be partitioned
into a sequence of two smaller rhyme schemes is explicitly
represented as a state in the HMM. For example, a thyme
scheme of length 3 AAB can be represented via a sequence
of two smaller thyme schemes AA and B without losing
any rhyme correspondences and hence not represented in
the HMM explicitly. Our HMM model is fully connected
with the following 9 states: A, AA, ABA, AAA, ABAB,
AABA, ABAA, BAAA, AAAA.

The parameters of the HMM are estimated using the
forward-backward algorithm (Baum et al), 1970; Devijer,
1985) on a training corpus generated from the end-of-line
tokens in the lyrics. Each verse is segmented into stanzas
along with their corresponding rhyme schemes according
to the Viterbi parse of the trained model. All pairs of lines
in a stanza that rhyme with each other are added as train-
ing examples to the SMT system. Each selected pair gen-
erates two training instances: a challenge-response and a
response-challenge pair as the source and target languages
are identical.

S. Evaluating improvisation

Since evaluating the quality of improvised responses is a
highly subjective task, simple and well-defined criteria are
necessary to distinguish the performance of different mod-
els. We choose fluency and rhyming as our criterion for
evaluating the system performance. Fluency ensures that
the responses appear similar to natural language output and
rhyming is a domain requirement of hip hop. We note that
there exists no standard criterion for judging the merit of im-
provised responses and our evaluation scheme is targeted at
discriminating good models from the bad ones.

The output of all the systems on the test set was given
to three independent frequent hip hop listeners for manual
evaluation. They were asked to evaluate the system outputs
according to fluency and the degree of rhyming. They were
free to choose the tune to make the lyrics rhyme as the beats
of the song were not used in the training data. Each evalu-
ator was asked to score the response of each system on the
criterion of fluency and rhyming as being good, acceptable
or bad. Tablel| shows examples of challenge-response pairs
generated by the system along with the corresponding rat-
ing provided by the human evaluators on the criterion both
fluency and rhyming.

One might be tempted to contrast the trends observed as a
part of our evaluation methodology with those commonly
observed as a part of human evaluation in translation task
because (1) our problem requires our challenge to be “trans-
duced” into a response not unlike translating from one lan-
guage to another and (2) due to the similarity of our under-
lying model to those used in SMT. However, one must be
wary of drawing an equivalence between the problem of im-
provisation and translation although the former can be con-
veniently modeled as latter. The space of possible correct
outputs in an improvisation task is very much larger than in
translation. Evaluating the quality of responses warrants a
greater deal of subjectivity compared to evaluating transla-
tions which yield moderate agreements (Landis and Koch,
1977) at best in shared SMT tasks (Federico et al), 2011)).
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Model Scale Fluency | Rhyming Model Scale Fluency | Rhyming
FrEEsTYLE+COrrection | 3-scale | 0.138 0.124 FregsTYLEtcorrection | 3-scale | 0.082 0.122
FreesTYLE+correction | 2-scale | 0.209 0.177 FrEEsTYLE+correction | 2-scale | 0.049 0.183
PBsmTtcorrection 3-scale | 0.282 0.107 PBsmt+correction 3-scale | -0.154 0.131
PasmTtcorrection 2-scale | 0.457 0.145 PasmTtcorrection 2-scale | -0.101 0.188
FregsTYLEHiltering 3-scale | 0.147 0.121 FreesTyYLEHiltering 3-scale | 0.176 0.117
FreesTYLE Hiltering 2-scale | 0.164 0.153 FreesTyLEHiltering 2-scale | 0.153 0.132
Psmrtfiltering 3-scale | 0.216 0.208 Psmttfiltering 3-scale | -0.142 0.094
PesmrHiltering 2-scale | 0.338 0.283 Pesmrtfiltering 2-scale | -0.083 0.157

Table 2: Inter-evaluator agreement (as measured by Fleiss’
kappa) for different models on the criterion of fluency and
rhyming. The instructions to evaluators did not contain ex-
amples of machine-generated responses or precise defini-
tions of fluency and rhyming.

5.1. Inter-evaluator agreement is lower

The inter-evaluator agreement is low on our current task in
comparison with other common NLP tasks such as trans-
lation adequacy judgement. Unlike the conventional trans-
lation tasks where the human evaluator is tasked with es-
timating the degree to which the semantic content of the
input sentence the translate communicates, improvisation
tasks have no well-defined criterion for judging the merit
of the outputs. Such a challenge is inherent to any creative
task and commonly manifests in varying levels of apprecia-
tion experienced by works of art created by humans let alone
an improvised response by a machine. The fact that the re-
sponses do not match the levels of semantic coherence and
creativity exhibited by artist generated lyrics make it harder
for the evaluators to agree on the quality of the output.

Table [ shows the inter-evaluator agreement as measured
by Fleiss’ kappa (Fleiss, [1971]) for the four systems on both
the criteria of fluency and rhyming. Although the inter-
evaluator agreement appear low at first blush, given the sub-
jectivity of the task and the fact that the output was gen-
erated by a language independent learning method fair to
moderate agreement (Landis and Koch, 1977) among an-
notators is very encouraging.

5.2. 2 category scale vs. 3 category scale

Table B also indicates that the inter-evaluator agreement im-
proves when two categories (acceptable and bad) are used
instead of three (good, acceptable and bad). Using the two
category scale, we remain agnostic to the judgement of eval-
uators about the extent of goodness of the responses and
quantify their agreement on the bad responses and the cu-
mulative fraction of sentences that were rated acceptable
was also used to compare the performance of models. A the-
oretical reason for computing these numbers is that Fleiss’
kappa cannot be used for ordered-categorical ratings yield-
ing more robust numbers on the two category scale. For
all the models on the criteria of both fluency and rhyming,
the inter-evaluator agreement on the two category scale is
higher than the three category scale indicating that the eval-
uators agree more on about the responses being bad (or not)
than the degree of goodness.

Table 3: Inter-evaluator agreement (as measured by Fleiss’
kappa) for different models on the criterion of fluency and
rhyming. The instructions to evaluators did not contain ex-
amples of machine-generated responses or precise defini-
tions of fluency and rhyming.

Model Scale Fluency | Rhyming
FreesTYLE+correction | 3-scale | -0.128 -0.065
FregsTYLE+correction | 2-scale | -0.059 -0.092
PBsmt+correction 3-scale | -0.067 0.000
PBsmt-+correction 2-scale | -0.171 -0.022
FreesTYLE Hiltering 3-scale | -0.009 0.054
FreesTYLEHiltering 2-scale | -0.002 -0.063
PesmrHfiltering 3-scale | -0.005 0.043
Pesmttfiltering 2-scale | -0.066 -0.011

Table 4: Correlation of inter-evaluation agreement and the
challenge length for different models on the criterion of flu-
ency and rhyming.

5.3. Fluency has higher agreement than rhyming

We can also observe from the results in Table [ that the inter-
evaluator agreement is lower for rhyming compared to flu-
ency for all the models. This observation is not surprising as
evaluating the fluency of a response is much less subjective
than evaluating the degree of rhyming. In the domain of hip
hop evaluating rhyming is even more subjective as thyming
is frequently achieved by alliteration and intonation. Simi-
lar trends are observed when the two-category scale is used.

5.4. Inter-evaluator agreement is independent of
challenge length

We hypothesized that responses to longer challenges might
be more prone to inter-evaluator disagreement than to
shorter challenges because response length is proportional
to challenge length and therefore provide more instances
for the evaluators to disagree about fluency and rhyming.
However, results in Table i show that the length of the chal-
lenge (and therefore the response) have no significant corre-
lation with the inter-evaluator agreement about fluency and
rhyming. It is interesting to note that most correlation coef-
ficients are slightly negative. The challenge lengths in our
evaluation fall within a narrow range (typical in the domain
of hip hop) and one might find stronger correlation in tasks
which involve challenge lengths spanning a larger range.
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Model Scale Fluency | Rhyming
Model 1 | 3-scale | 0.301 0.317
Model 1 | 2-scale | 0.330 0.334
Model 2 | 3-scale | 0.326 0.282
Model 2 | 2-scale | 0.361 0.286
Model 3 | 3-scale | 0.387 0.295
Model 3 | 2-scale | 0.464 0.331
Model 4 | 3-scale | 0.360 0.293
Model 4 | 2-scale | 0.366 0.298

Table 5: Inter-evaluator agreement (as measured by Fleiss’
kappa) for French hip hop lyrics generated by four different
models.

5.5. Precise instructions improve agreement

We noticed that for highly subjective evaluation tasks such
as ours, the instructions to evaluators play an important role
in the quality of the evaluations. Table f shows the inter-
evaluator agreement on one of our preliminary evaluation
run where the evaluators were not provided with examples
of machine generated responses or precise definitions of flu-
ency and rhyming criteria. We can observe that the inter-
evaluator agreement is lower for most of the models com-
pared to the numbers in Table fl. Although our observations
are by no means surprising, it is still interesting to quantify
the improvement resulting from precise instructions.

5.6. Evaluation of hip hop responses in French

Table [ shows the inter-evaluator agreement for French hip
hop lyrics on the criteria of fluency and rhyming for four
different models. Although the training data was signifi-
cantly smaller, the inter-evaluator agreement is significantly
higher for the French lyrics compared to English hip hop
lyrics. A possible explanation for this improvement in inter-
evaluator agreement could be that French responses are less
ambiguous compared to English. Upon observing that a
significantly smaller fraction of responses were labeled ac-
ceptable (compared to English), we speculate that the poor
quality of responses caused the annotators to agree more of-
ten than in English. Further experimentation is necessary to
determine the extent to which the inter-evaluator agreement
depends on the language of the task.

6. Conclusions

We have discussed observations and raised issues on the
novel challenges of evaluating the performance of models
for improvising music lyrics—specifically on the task of
improvising responses to hip hop lyrical challenges—and
proposed specific evaluation methodologies that we applied
to our ITG based FREESTYLE system and various contrastive
systems. Despite being a more subjective task compared
to conventional NLP evaluation tasks, we defined simple
and well-defined criterion for discriminating model per-
formance and observed encouraging inter-evaluator agree-
ment. We compared inter-evaluator agreement for scales
based on two versus three categories, and confirmed that
fluency is easier to agree upon than rhyming. We ob-
served that the inter-evaluator agreement is independent
of the length of the challenge, and quantified the degree

of disagreement caused by lack of examples and precise
definitions in evaluation criterion. Finally, we reported
agreement statistics on the evaluation of French hip hop
responses, and detected stronger correlations. Further ex-
perimentation is needed to confirm whether the evaluator
agreement is language dependent.
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